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ABSTRACT

We describe the development of a software simulator to support development of the Habitable Zone Planet Finder
Spectrograph (HPF), currently being designed to search for planets around M dwarf stars. HPF is a near infrared
R 50,000 cross-dispersed radial velocity spectrograph using a HAWAII-2 RG (H2RG) NIR array, is cooled to
200K, is fiber-fed, and operates in the Y and J bands. This instrument is funded and is in the design phase,
and will be commissioned on the 10m Hobby-Eberly Telescope in 2015. Our simulations process high-resolution
stellar spectra through models of the instrument, detector, and a simple extraction pipeline. Our objective is to
create a a fully functional simulation of the entire HPF system, which can be used to guide spectrograph design
and to aid in observation planning. We describe the fundamental design of these simulations and the tests we
have performed, which verify that the simulator code is stable with inclusion of simple detector effects, and is
ready for expansion to account for more complex factors such as order curvature.
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1. INTRODUCTION

The Penn State Habitable Zone Planet Finder (HPF) is a R∼50,000 cross-dispersed NIR spectrograph for finding
planets around low-mass stars, which is currently in the design phase and will be commissioned at the 10m Hobby-
Eberly Telescope in 2015.1 Mid to late type M-dwarfs (∼M4 or later) are faint at visible wavelengths, and so are
challenging targets for existing precision RV surveys operating in the visible. HPF and other new instruments
(e.g. CARMENES2) will target near-infrared (NIR) wavelengths, where these stars are brighter. However,
precision RV studies in the NIR are relatively new, and must contend with hurdles such as the characteristics of
NIR stellar spectra, limitations of NIR instrument design, telluric contamination, and nuances of NIR detector
arrays.3 Each of these will affect the ability of HPF to meet its design goals of 3 m/s RV precision on M dwarfs.
We are developing a software simulator to evaluate and mitigate these effects prior to finalizing the instrument
design.

1.1 Motivation

One top-level goal for this simulator is to evaluate optical design factors such as operating the grating in either
an off-Littrow configuration or with a perpendicular (gamma) tilt, which produces slit curvature. The effect of
this slit curvature is primarily realized in the extraction process, and this simulator will allow a precise evaluation
of the trade off between efficiency and extraction difficulty. Choices will also arise in the selection and operation
of the H2RG array. Two important parameters are the number and location of bad pixels and the quantum
efficiency characteristics of the detectors. Both these factors can significantly affect the efficiency of the detector,
and a trade-off between them will require evaluation in the context of final RV precision.
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Figure 1. The Q-factor for a range of BT Settl model spectra from 2000-5000K and metallicity [M/H] from -4.0 to +0.5.
The Q-factor is calculated across the combined Y and J bands. The right axis maps the Q-factor to an RV precision for
a 15 minute exposure with HPF on a target with J=10. The HPF RV precision goal of 3m/s for such a target is plotted
as a dashed line.

Another goal for the simulator will be to allow informed construction of the survey target list. The literature
does not yet contain abundant examples of high-resolution NIR M dwarf spectra, in the context of RVs or
otherwise. Using surrogates such as theoretical stellar models, and observed spectra where they exist, we can
evaluate the intrinsic RV information content of M dwarfs to guide target selection and S/N requirements for
our planet search survey. Moreover, different wavelength regions of stellar spectra contain different levels of
RV information content. The simulator will probe the information content distribution to ensure that HPF is
configured with the optimal wavelength coverage.

A commonly used parametrization of RV information content is known as the Q-factor,4 which is essentially
the weighted sum of the spectral slope. The Q-factor conveniently allows calculation of the photon-limited RV
precision through

δVRMS =
c

Q
√
N

e
−

, (1)

where δVRMS is the RV precision and N
e
− is the total number of photoelectrons (i.e. the SNR) over the whole

spectrum.

As a first step in evaluating these targets, we calculated Q-factors for a range of BT Settl model M-dwarf
spectra5 from T=2000-5000 K and with metallicity [M/H] from -4.0 to +0.5. The results are shown in Figure 1,
and show that the range of targets that HPF will specifically target (M4 and later, around 3200K and cooler)
have sufficient intrinsic RV information to obtain the requisite 3 m/s precision. However, this information content
is reduced by telluric absorption as shown in Figure 2. HPF will be configured to leverage spectral regions with
high information content and low telluric contamination, and this simulator will confirm the precise choices of
which regions to target.

2. SIMULATION DESIGN

The simulator is a modular set of IDL programs–designed to simulate the entire HPF system–from starlight to
extracted 1-d spectrum. The modular design allows basic tests to be performed on the overall simulator behavior,
and to asses the impact on final RV precision after each incremental change or improvement. The simulator
modules of can be broken down as follows:
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BT Settl, T=3400, Y/J−band
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Figure 2. The Q-factors for 500-Å chunks across the Y and J bands of 3400K and 2000K BT Settl models. A telluric
absorption spectrum calculated for the HET is shown in gray.

2.1 Source Model

The source input accepts 1-D, wavelength and flux calibrated, M-star spectra, either calculated model or high-
resolution observed spectra. We are currently using BT Settl models for M-stars with temperatures ranging from
2000-3500 K. These models are optionally contaminated by a synthetic telluric model generated by the LBLRTM
radiative transfer code6 and customized for the McDonald Observatory.

2.2 Instrument/Optics Model

The HET is currently represented as an unobstructed 7.25 m telescope. The spectrograph is configured as a cross-
dispersed echelle, with resolving power 50,000. The slit has a projected size of 0.054×0.4mm (corresponding to 3.0
pixels/resolution element on an H2RG with 18 micron pixels). Wavelength coverage illuminating the detector is
from 980-1330 nm, with realistic order gaps based on a preliminary optical model. Throughput for the combined
telescope and spectrograph is incorporated as a constant 0.04 (4%) in the Y & J bands.

Input from the source model is passed into the telescope and instrument model. The 1-D input spectrum is
then degraded to the instrument resolution by convolution with a Gaussian kernel that has a constant width in
pixels. For each order a unique kernel is defined to have a resolving power of 50,000 and sampling of 3 pixels
at the center of the order. The degraded spectrum is rebinned to a new wavelength array with wavelength bins
of constant size in wavelength, defined identically to the instrument kernel. The use of a pixel-based kernel and
constant wavelength bins means that the effective resolving power changes in a realistic manner toward the ends
of the orders.

2.3 Detector

We model the H2RG array as a self-contained IDL structure that includes a 2048 × 2048 array recording the
quantized aggregate flux, as well as additional parameters that are relevant to each individual simulation, such
as wavelength dependent quantum efficiency (QE); inter-pixel capacitance/cross-talk (IPC); charge persistence;
bad pixel map (BPM); photon noise; dark current (DC); and read noise (RN). We interact with the model via
scripts that replicate actual commands that a user might feed to a detector controller, such as: reset, non-
destructive read, destructive read, etc. The detector accumulates charge through a timestep procedure, which is
also controlled by the operating script. We have developed a series of generalized scripts to replicate standard
observing sequences, including target and dark integrations with CDS, MCDS, and up the ramp readouts. An
example CDS readout is shown in Figure 3.
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Figure 3. An example readout of the detector simulator, using a telluric-contaminated 3400K BT Settl model.

The detector characteristics QE, IPC, DC, BPM, and RN are user-adjustable input parameters, implemented
as follows:

• QE uses an empirically measured functional form,7 applied at each timestep to the incoming flux.

• IPC uses a 4 neighbor pixel bleed with coefficients drawn from a normal distribution centered on 2% with
standard deviation .2% (Teledyne specification). These are applied in the readout procedure.

• Charge persistence uses an exponential decay model, implemented as a “parallel” charge array, which is
combined with the actual array on readout.

• BPM uses a map with randomly selected 1% of pixels marked as bad (Teledyne goal). These yield NaN’s
on readout.

• DC is currently set to 0.05 e-/s (Teledyne specification), and accumulates during the timestep procedure.

• RN is currently set to 30 e- (Teledyne specification), and is added as normal noise during readout.

2.4 Extraction and CCFs

The detector model outputs 2-D images based on the source model, the telescope and instrument model, and the
detector physics. These images are reconstructed into 1-D spectra using a simple sum over rows extraction with
pre-defined apertures. The individual orders are continuum-normalized separately using a running maximum.
An example of simulator input and the corresponding extracted spectra are shown in Figure 4. This extraction
routine also implements a simple telluric correction, in which the contaminated spectrum is divided by a version
of the telluric spectrum that has been processed by the simulator. Our goal is to implement a full optimal
extraction-based pipeline along with order curvature, but presently a sum extraction is adequate for our current
model which has straight-line orders with no uncertainty in position.

The velocity analysis is performed using a cross-correlation function (CCF) with a pre-constructed mask.
The masks are constructed directly from the high-resolution BT-Settl model spectra that feed the simulator,
and contain 300-400 of the strongest lines. This mask can be optionally filtered to exclude mask regions that
are contaminated by telluric lines. The mask regions have widths of ±4 km/s. The mask CCF routine itself is
a two-step process: the first step does a rough scan of 500 velocity shifts (of the mask points) evenly sampled
between -40 and +40 km/s. The centroid of this CCF is found with an offset gaussian fit with the IDL MPFIT
function. This process is then repeated for a set of 500 mask velocity shifts between ±12 km/s centered on the
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Figure 4. An example of the full input and the extracted output for a 3400K BT Settl model spectrum.
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Figure 5. An example mask CCF plot for one of our simulator trials. The coarse CCF is in black and the fine CCF is in
red. In this example, the centroids differ by only 50 cm/s.

centroid from the first step. The second centroid is taken as the recovered velocity. A visual example of this
process is shown in Figure 5.

3. BASIC TESTS AND VERIFICATION

We have tested the intrinsic numerical precision of the simulator code using a 3400 K BT Settl model, correspond-
ing to ∼M2, processed with the simulator. This spectrum, while useful for these tests, has less RV information
content as the stars that HPF will primarily target (M4 and later). The reported precisions in this section are
only for numerical tests and are not to be interpreted as what will be achievable with M4 and later targets on
HPF.

First, we create a suite of 100 model spectra by applying an RV shift to the original wavelength vector. The
shifts are drawn from a set of randomly generated RVs ranging from -30 to +30 km/s, roughly equivalent to the
range in amplitude of the barycentric motion expected for observations of a target star carried out over a year.
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Figure 6. Tests with fundamental detector parameters. The listed parameters are tested individually. These tests used
spectra with a photon-S/N of 240. All show minor effects except for read noise, which at 30 e- is a significant component of
the noise at these S/N values. Since these tests use early M-type stars, they are not indicative of the achievable precision
for the HPF survey itself, which will target mid-late M dwarfs.

These simulations treated the H2RG and source flux as noiseless by turning off the IPC, Persistence, BPM, DN,
RN, and photon noise; in this regime we expect to recover the input RV. The standard deviation of our recovered
velocities in this test are of order 1 cm/s, which is the numerical limit of our calculations.

We have also performed preliminary tests on the inclusion of the basic detector parameters described above.
These tests are intended to show the validity of the implementations of various effects, and are preparation
for the full-scale tests which will guide scientific and design decisions. For each test we performed 1000 trial
velocity shifts (i.e. full simulator runs), and compared the measured RVs to the known input RVs. The input
spectra were 3400K BT Settl models with an exposure time sufficient to produce a photon-based SN of ∼240
per extracted pixel. Activating these characteristics one at a time, although non-physical, tests the robustness of
each implementation; Figure 6 shows the results of these tests and shows no significant numerical problems with
our code. The inclusion of DC and IPC, and telluric contamination/correction (with an “ideal” telluric spectrum
that corresponds perfectly to the contaminating spectrum and has no noise and no masking of heavily-absorbed
regions) at the default levels negligibly affects the extracted RV precision. The RN test, however, shows an
expected strong effect because the 30e-/s is a significant component of the noise.

4. CONCLUSION AND FUTURE DIRECTION

The next steps in development of the HPF simulator will include testing of QE and implementation/testing
of persistence, which will be based on tests performed on the H2RG arrays used by the SDSS-III APOGEE
instrument. We will also expand our model/CCF mask library to include a wider range of temperatures and
metallicities, and to enable a full suite of tests with the M4 and later stars that HPF will target. We will also
implement slit tilt/order curvature and an optimal extraction pipeline, as well as an alternative self-template
cross-correlation RV extraction method which will be able to exploit more of the intrinsic RV information in a
spectrum than the mask technique.

We have described progress on simulation development for planning the HPF survey for planets around
nearby M dwarfs. These simulations are critical for optimizing the HPF design, and will also be valuable for
planning and executing the M dwarf survey. As more accurate M dwarf spectra become available over the next
few years, we will be able to incorporate them into our simulations to improve our survey planning.
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